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1 Problem

This discussion is based on Prob. 2 of [1].

One of the earliest conceptual “supercomputers” was Maxwell’s Demon [3]-[7], who uses
intelligence in sorting molecules to appear to evade the Second Law of Thermodynamics.

328 Molecular Theory.

When the gasis so far condensed that it assumes the
liquid or solid form, then, as the molecules have no frec
path, they have no regular vibrations, and no bright lines
are commonly observed in incandescent liquids or solids.
Mr. Huggins, however, has observed bright lines in the
spectrum of incandescent erbia and lime, which appear to
be due to the solid matter, and not to its vapour.

LIMITATION OF THE SECOND LAW OF THERMODYNAMICS.

Before I corclude, I wish to direct attention to an aspect
of the molecular theory which deserves consideration.

One of the best established facts in thermodynamics is
that it is impossible in a system enclosed in an envelope
which permits neither change of volume nor passage of heat,
and in which both the temperature and the pressure are every-
where the same, to produce any inequality of temperature or
of pressure without the expenditure of work.  This is the
second law of thermodynamics, and it is undoubtedly true
as long as we can deal with bodies only in mass, and have
no power of perceiving or handling the separate molecules
of which they are made up. But if we conceive a being
whose faculties are so sharpened that he can follow every
molecule in its course, such a being, whose attributes are still
as essentially finite as our own, would be able to do what is
at present impossible to us. For we have seen that the
molecules in a vessel full of air at uniform temperature are
moving with velocities by no means uniform, though the
mean velocity of any great number of them, arbitrarily
selected, is almost exactly uniform. Now let us suppose
that such a vessel is divided into two portions, A and B, by
a division in which there is a small hole, and that a being,
who can see the individual molecules, opens and closes this
hole, so as to allow only the swifter molecules to pass
from A to B, and only the slower ones to pass from & to A.
He will thus, without expenditure of work, raise the tem-
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perature of B and lower that of 4, in contradiction to the
second law of thermodynamics.

This is only one of the instances in which conclusions
which we have drawn from our experience of bodies con-
sisting of an immense number of molecules may be found
not to be applicable to the more delicate observations and
experiments which we may suppose made by one who can
perceive and handle the individual molecules which we deal
with only in large masses.

In dealing with masses of matter, while we do not perceive
the individual molecules, we are compelled to adopt what I
have described as the statistical method of calculation, and
to abandon the strict dynamical method, in which we follow
every motion by the calculus.

It would be interesting to enquire how far those ideas
about the nature and methods of science which have been
derived from examples of scientific investigation in which
the dynamical method is followed are applicable to our
actual knowledge of concrete things, which, as we have seen,
is of an essentially statistical nature, because no one has
yet discovered any practical method of tracing the path
of a molecule, or of identifying it at different times.

I do not think, however, that the perfect identity which
we observe between different portions of the same kind of
matter can be explained on the statistical principle of the
stability of the averages of large numbers of quantities
each of which may differ from the mean. For if of the
molecules of some substance such as hydrogen, some were
of sensibly greater mass than others, we have the means
of producing a separation between molecules of different
masses, and in this way we should be able to produce two
kinds of hydrogen, one of which would be somewhat denser
than the other. As this cannot be done, we must admit that
the equality which we assert to exist between the molecules
of hydrogen applies to each individual molecule, and not
merely to the average of groups of millions of molecules,

To place the demon in a computational context, consider a computer “memory” that
consists of a set of boxes (bits), each of volume V' and each containing a single molecule. A
(re)movable partition divides the volume into “left” and “right” halves. If the molecule is in
the left half of a box this represents the 0 state, while if the molecule is in the right half of

a box we have the 1 state.



\ removable partition

The boxes are all at temperature 7', as maintained by an external heat bath. By averaging
over the motion of each molecule, we can speak of the pressure P in each box according to
the ideal gas law, P = kT /V | where k is Boltzmann’s constant.

(a) A Model for Classical Erasure of a Bit

A memory bit can be erased (forced to the 0 state) without knowledge as to the value
of that bit by the following sequence of operations:

— Remove the partition, permitting a free expansion of the gas from volume v to
2V.

— Isothermally compress the volume of the box from 2V back to V' by means of a
piston that moves from the far right of the box to its midplane. The molecule is
now in the left half of the box, no matter in which half it originally was.

— Reinsert the partition (at the right edge of the compressed volume).

— Withdraw the piston, restoring the box to its original shape, with the molecule
in the left half of the box and nothing in the right half = the 0 state.

Deduce the total entropy change of the system of memory + thermal bath for the
combined processes of free expansion followed by isothermal compression.

Exercise (a) illustrates Landauer’s Principle [8] that in a computer which operates at
temperature 7" there is a minimum entropy cost of £ In 2 to perform the “logically irreversible”
step of erasure of a bit in memory, while in principle all other types of classical computational
operations could be performed (reversibly) at zero entropy and zero energy cost.!

An important extrapolation from Landauer’s Principle was made by Bennett [9, 10]
who noted that if a computer has a large enough memory such that no erasing need be
done during a computation, then the computation could be performed reversibly, and the
computer restored to its initial state at the end of the computation by undoing (reversing)
the program once the answer was obtained.

The notion that computation could be performed by a reversible process was initially
considered to be counterintuitive — and impractical. However, this idea was of great concep-
tual importance because it opened the door to quantum computation, based on quantum
processes which are intrinsically reversible (except for measurement).

A second important distinction between classical and quantum computation (i.e., physics),
besides the irreversibility of quantum measurement, is that an arbitrary (unknown) quantum
state cannot be copied exactly [15]-[19].

!The principle enunciated by Landauer himself [8] is that erasure has an energy cost of at least kT In 2.
However, the present example does not confirm this claim.



(b) Classical Copying of a Known Bit

In Bennett’s reversible computer there must be a mechanism for preserving the result
of a computation, before the computer is reversibly restored to its initial state. Use
the model of memory bits as boxes with a molecule in the left or right half to describe
a (very simple) process whereby a bit, whose value is known, can be copied at zero
energy cost and zero entropy change onto a bit whose initial state is 0.

A question left open by the previous discussion is whether the state of a classical bit can
be determined without an energy cost or entropy change.

In a computer, the way we show that we know the state of a bit is by making a copy of
it. To know the state of the bit, i.e., in which half of a memory box the molecule resides, we
must make some kind of measurement. In principle, this can be done very slowly and gently,
by placing the box on a balance, or using the mechanical device (from [11]) sketched below,
such that the energy cost is arbitrarily low, in exchange for the measurement process being
tedious, and the apparatus somewhat bulky. Thus, we accept the assertion of Bennett and
Landauer that measurement and copying of a classical bit are, in principle, energy-cost-free
operations.?

Memory Key

Gabor's Engine

We can now contemplate another procedure for resetting a classical bit to 0. First,
measure its state (making a copy in the process), and then subtract the copy from the
original. (We leave it as an optional exercise for you to concoct a procedure using the

2However, there is a kind of hidden entropy cost in the measurement process; namely the cost of preparing
in the 0 state the bits of memory where the results of the measurement can be stored.



molecule in a box to implement the subtraction.) This appears to provide a scheme for
erasure at zero energy/entropy cost, in contrast to the procedure you considered in part (a).
However, at the end of the new procedure, the copy of the original bit remains, using up
memory space. So to complete the erasure operation, we should also reset the copy bit. This
could be done at no energy/entropy cost by making yet another copy, and subtracting it
from the first copy. To halt this silly cycle of resets, we must sooner or later revert to the
procedure of part (a), which did not involve a measurement of the bit before resetting it.
So, we must sooner or later pay the energy/entropy cost to erase a classical bit.

Recalling Maxwell’s demon, we see that his task of sorting molecules into the left half of
a partitioned box is equivalent to erasing a computer memory. The demon can perform his
task with the aid of auxiliary equipment, which measures and stores information about the
molecules. To finish his task cleanly, the demon must not only coax all the molecules into
the left half of the box, but he must return his auxiliary equipment to its original state (so
that he could use it to sort a new set of molecules...poor demon). At some time during his
task, the demon must perform a cleanup (erasure) operation equivalent to that of part (a),
in which the entropy of the molecules/computer can be unchanged, but with an increase in
the entropy of the environment by at least k1n2 per erased bit.

The erasure demon obeys the Second Law of Thermodynamics
millions of times each second in your palm computer.

3 — and performs his task

The “moral” of this problem is Landauer’s dictum:

Information is physical

2 Solution

2.1 Classical Erasure

It is assumed that the partition can be removed and inserted without expenditure of energy
(without any flow of heat).
The entropy change of a gas during the irreversible free expansion is that same as that
during a slow, reversible isothermal expansion between the same initial and final states.
During an isothermal expansion of volume V' to 2V, the work done by the molecule is,

2V 2V dv
Why molecule = / P dV = k‘T/ — = KT In2. (1)
\4 \4 V

To keep the temperature, and hence the internal energy, of the molecule constant, heat
must flow into the box from the heat bath, and in amount ) = WET In2. Hence, the

3For further reading, see chap. 5 of [12], and [10, 13, 14].



thermodynamic entropy change of the box during the isothermal expansion is AShex, iso exp =
AQinto box/T = k1In2. The entropy change of the bath is equal and opposite, ASpath, iso exp =
—kIn2.

During the free expansion to the same final state as of the isothermal expansion, the
entropy change of the box is the same as during the isothermal expansion, but the thermal
bath experiences no entropy change as it transfer no heat.

AS’box, free exp — kln 27 ASbath, free exp — 0. (2)

Then, during the isothermal compression, the entropy changes of the box and bath are
just the opposite of those during the isothermal expansion,

AS’box iso comp — —kln 27 AS’bath iso comp — Eln?2. 3
) p 5 p

Thus, the total entropy changes during the erasure of the bit, consisting of a free expansion
followed by an isothermal compression, are,

AS’box, erasure — 07 ASbath, erasure — k 11’12, (4)
and the total entropy change of the universe is,
ASuniverse, erasure — kln2. (5)

Note that there is no net energy change in either the free expansion or the isothermal
compression, so the erasure of a bit is accomplished at zero energy cost in this model; this
is, of course, a consequence of conservation of total energy in the Universe. However, the
agent that performs the isothermal compression does work k7'In2; which is the energy cost
to that agent in performing the erasure of the bit. This is the sense of Landauer’s claim
(footnote 1, p. 2) that there is an energy cost of at least £7"'In2 in erasing a bit.

2.2 Classical Copying of a Known Bit

The original bit box has its molecule in either the left half (0) or the right half (1), and we
know which is the case. The copy box is initially in a particular state that we might as well
take to be 0, i.e., its molecule is in the left half.

The copying can be accomplished as follows:*

1. If the original bit is 0, do nothing to the copy bit, which already was 0.

2. If the original bit is 1, rotate the copy box by 180° about an axis in its left-right
midplane. After this, the molecule appears to be in the right half of the copy box, and
is therefore in a 1 state as desired.

No energy is expended in any of these steps. No heat flows. Hence, there is no (thermo-
dynamic) entropy change in either the computer or in the environment.

The rotation of the copy box by 180° is equivalent to the logical NOT operation. Thus,
the copying procedure suggested above could be called a controlled-NOT operation, in which

1A scheme involving two pistons and the (re)movable partition, but no rotation, also works.



the NOT operation is performed only if a relevant control bit is in the 1 state. Since all
computation involves changing 0’s into 1’s and wice versa, we get a preview of the important
role of controlled-NOT operations in classical and quantum computation. Indeed, since all
classical computation can be performed using logic gates based on controlled-controlled-NOT
operations [20], the present example suggests that classical computation could in principle
be performed at zero energy cost, and with an entropy cost associated only with erasure of
the memory.

The trick of rotating a box by 180° if it is in a I-state to bring it to the O-state is a
possible process for classical erasure of a bit. However, this process requires knowledge of
the initial state of the box, whereas the method or part (a) does not require such knowledge.
So, rotation of the box is not a solution to part (a) as posed.

Since the rotation of the box is a reversible process, it doesn’t change entropy. Could it
then be that the trick of rotating the box provides a means of erasure with no entropy cost?

The issue now whether the task of acquiring the knowledge as to the state of the both
implies an increase of entropy, of at least k1n 2.

This is a famous question, associated with the concept of negentropy — that information
is associated with a kind of negative entropy, and that the creation of information implies a
corresponding increase of entropy somewhere in the larger system. A sense of this was noted
already in 1868 by Tait, p. 100 of [21]. Longer discussions were given by Szilard [22] and by
Brillouin [23]. See also [24]-[31].

If the box has moment of inertia / and we wish to accomplish the erasure in time ¢, we give the box
constant angular acceleration 6 = 4 /t* for time ¢/2 and then the negative of this for an additional time ¢/2 to
leave the box at rest after rotation by 7 radians. The torque required during this process is 7 = I8 = 4xI /t2,
so the work done in rotating the box is W = 7Af = 7 = 472 /2.

For a box that consists of a pair of Cgg “buckyballs,” of mass m = 60mc ~ 720m,, and radius 7 ~ 0.5 nm
each, the moment of inertia is I ~ 2mr?(1+2/3) = 10mr?/3 ~ 6 x 10~ %m,, ~ 1072 J. If the erasure to be

accomplished in time ¢ = 0.1 ns (10 GHz), the work done in rotating the box is W = 472 /t? ~ 4 x 10721 J
~ 1/40 eV = kT for room temperature.

That is, even the rotating pair of buckyballs as a memory element obeys Landauer’s claim that the
energy cost of erasure is at least £7'In 2 for “practical” parameters.
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